Image Encryption Algorithm Based on Substitution Principle and Shuffling Scheme
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A B S T R A C T

This research presents a method of image encryption that has been designed based on the algorithm of complete shuffling, transformation of substitution box, and predicated image crypto-system. This proposed algorithm presents extra confusion in the first phase because of including an S-box based on using substitution by AES algorithm in encryption and its inverse in Decryption. In the second phase, shifting and rotation were used based on secrete key in each channel depending on the result from the chaotic map, 2D logistic map and the output was processed and used for the encryption algorithm. It is known from earlier studies that simple encryption of images based on the scheme of shuffling is insecure in the face of chosen cipher text attacks. Later, an extended algorithm has been projected. This algorithm performs well against chosen cipher text attacks. In addition, the proposed approach was analyzed for NPCR, UACI (Unified Average Changing Intensity), and Entropy analysis for determining its strength.
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1. INTRODUCTION

The dynamic progression in multimedia and communication industry attracted an increased concern in regards to digital image security which are being sent via open or stored channels [1,2]. The illegal digital image handling makes it necessary to guard images [3]. Data may be guarded using some cryptographic standards like AES (Advanced Encryption Standard) or IDEA (International Data Encryption Standard) [4]. None-the-less there is no possibility for encrypting images using those approaches, and that is attributed to massive dimensions of data as well as the increased association amongst the pixels in the image files [5,6]. This is why chaos- based approaches have proven their superiority for image encryption. Chaotic systems which meet key requirements of diffusion and confusion have been characterized based on their reactivations to the control parameters, initial
conditions, periodicity, and pseudo-randomness. Therefore, chaotic systems have a very high level of importance for cryptology [7].

Some image encryption chaos-based algorithms with a layout of permutation–diffusion have been de-fragmented [8]. The key streams that have been utilized for the encryption of plain images are the same and irrespective of them [9], which is why they give mutual property amongst those algorithms. For improving security, an original image encryption approach is based on diffusion and confusion has been utilized [10, 11]. Their scheme represents permutation and substitution operations to obtain the necessary effect of diffusion and confusion [12, 13]. This approach includes a wide range of benefits, like a wide key space range, increased sensitivity of the key, decreased time of encryption, amongst other factors [14, 15]. None-the-less, the author has discovered that this specific approach has been exposed to certain plain-text attack which is why it puts forth a successful plain-text attack. On the other hand, the authors were not able to find the whole random code sequence which is used in an operation of diffusion, which is why it is not easy deciphering other cipher text images that have been encrypted using their algorithm. [16].

2. LOGISTIC MAP

The logistic map was discovered in 1976 by the biologist Robert May. It is a simple nonlinear polynomial mapping equation. The main idea and its objective was to study and describe the biological populations and its growth. Its important parameters are explained as follows: the 1D logistic map is represented as:

\[ f(y_t) = r y_t (1 - y_t) \] (1)

Where the parameter represents the state variable, \( r \in [1,4] \), and it is considered to be the control parameter [17,18]. The phase plan for the logistic map is illustrated in Figure 1.
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**Figure 1: The Logistic map phase plane. [18]**

The 2D-Logistic map has been introduced by Liu, as described in Eq.(2).

\[ f(X_t) = R_1 X_t (1 - X_t) + Q_1 Z_t^2 \] (2)

\[ f(Y_t) = R_2 Y_t (1 - Y_t) + Q_2 Y_t^2 + Y_t Z_t \]

This map depends on two main parameters, (Y) and (Z) that controls the behavior of this map. The experiments show a considerable improvement in terms of the complexity and the security where their values belong to \([0,1]\). The chaotic behavior appears when the values of the control parameters are: \([0.15 < Q_1 < 0.21, 0.13 < Q_2 < 0.15, 2.75 < R_1 < 3.4, \text{ and } 2.7 < R_2 < 3.45]\) [18]. Where the initial values of \(X_n,Y_n\in[0,1]\). After some iterations the resulting values of X and Y also belong to \([0,1]\).
3. THE PROPOSED CRYPTOSYSTEM

Data in an image are strongly correlated amongst neighboring pixels. For disturbing this high correlation, in the proposed method of encryption the image is processed in two stages; confusion and diffusion. Encryption in the beginning of the original image pixels are replaced by other pixels, depending on the values in the S-Box (AES), when each pixel is converted to a binary block as 8-bits, each block of 8 bits is split in half and converted to decimal, the first one represents the number of the row and the second one is the column, the row and column are used as indexing S-Box (AES) to get a new value, this is repeated to each pixel in the image.

We have adopted shuffling (shift and rotate) pixel locations of the plain image in the algorithm. In order to lose no generality, in the second process, the image is split to channels (R, G, B), each byte in R is shifted and rotated to the left by using K1, which is sequence of bytes from a 2D chaotic output and K1 corresponds to shifting of the R channel and so on, as K2 and K3 correspond to the shifting for each of G and B respectively. In Decryption, the same process is repeated but in the reverse order (shifted to right). Figure 2 and algorithms1, 2, and 3 explain this process:

![Proposal Encryption Algorithm Diagram](image_url)

**Figure 2: Proposal Encryption Algorithm**

<table>
<thead>
<tr>
<th>Algorithm (1): Encryption Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Clear Image, Secrete Keys</td>
</tr>
<tr>
<td><strong>Output:</strong> Encrypted Image</td>
</tr>
<tr>
<td><strong>Begin</strong></td>
</tr>
<tr>
<td><strong>Step 1:</strong> Pick each pixels and covert it to binary</td>
</tr>
<tr>
<td><strong>Step 2:</strong> Convert each 8 binary bits of the pixel to 2 decimal numbers as a Row and a Column</td>
</tr>
<tr>
<td><strong>Step 3:</strong> Substitution process in S-Box of AES (as Row, Column) for each pixel to get a new pixel value</td>
</tr>
<tr>
<td><strong>Step 4:</strong> Split the image to (R, G, B)</td>
</tr>
<tr>
<td><strong>Step 5:</strong> Shlifted and Rotate each value in R channel by using K1, and so on to G and B as R&lt;&lt;K1, G&lt;&lt;K2 and B&lt;&lt;K3</td>
</tr>
<tr>
<td><strong>Step 5:</strong> Construct (R,G,B) into the Cipher Image</td>
</tr>
<tr>
<td><strong>End</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm (2): Decryption Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Encrypted Image, Secrete Keys</td>
</tr>
<tr>
<td><strong>Output:</strong> Clear Image</td>
</tr>
<tr>
<td><strong>Begin</strong></td>
</tr>
<tr>
<td><strong>Step 1:</strong> Split the image to (R,G,B)</td>
</tr>
<tr>
<td><strong>Step 2:</strong> Shift and Rotate each value in R channel by using K1, and so on to G and B as R&gt;&gt;K1, G&gt;&gt;K2 and B&gt;&gt;K3</td>
</tr>
</tbody>
</table>
Step 3: Construct (R,G,B) to Image  
Step 4: Select each pixel and convert it to binary  
Step 2: Convert each binary 8 bits (of the pixel) to 2 decimal numbers as a Row and a Column.  
Step 3: Substitute using S-Box\(^{-1}\) of AES (As Row, Column) for each pixel to get the new pixel  
End

**Algorithm (3): Secret Keys Generation Algorithm**  
**Input:** Parameter and Condition of 2D Chaotic Map  
**Output:** K1, K2 and K3 Sequences  
**Begin**  
Step 1: Apply the equation of 2D chaotic map to get a huge sequence of Xi, Yi and store it in the buffer  
Step 2: Convert Xi and Yi from floating to integer numbers based on deleting the real part.  
Step 3: Concatenate X and Y to obtain one sequence  
Step 4: Split the sequence in step 3 to three keys as (K1, K2, and K3)  
**End**

4. Analysis of the Proposed Algorithm

This part presents the implementation of the proposed encryption and decryption algorithms for an example image using the secret keys from 2D chaotic map and the proposed algorithm has been analyzed with some common analyses such as Correlation, NPCR, UACI, and entropy analysis.

![Figure 3: Encrypted and Decrypted Images](image)

I. Correlation between two adjacent pixels

This correlation may be computed based on the following equation:

\[
\text{corr}(x,y) = \frac{\text{cov}(x,y)}{\sqrt{\text{var}(x)} \cdot \sqrt{\text{var}(y)}}
\]  
(3)

Where:

\[
\text{cov}(x,y) = \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})
\]

\[
\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i
\]

\[
\bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i
\]

Initially, the association amongst different colors of the image and its encrypted version have been tested, and both results have been subjected to comparison. It has been concluded from Table 1 that the presented approach shows considerably more efficient statistical characteristics [3].


**TABLE I: The association between the original and the encrypted images**

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagonal</td>
<td>0.718</td>
<td>0.708</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Horizontal</td>
<td>0.769</td>
<td>0.764</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.670</td>
<td>0.690</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

**II. NPCR and UACI**

NPCR, which is a Number of Pixels Change Rate, indicates the number of pixels change rate while on pixel of plain image changed. NPCR converges to 100%, the more sensitive the cryptosystem to the changing of the plain image, and the more effective for the crypto-system to resist plain-text attacks. UACI indicates the mean value of the intensity of the differences between plain and cipher images, it converges to 33.333%, the more the cryptosystem is effective in resisting differential attacks. Those two metrics are calculated from the following equations [10]:

\[
\text{NPCR} = \frac{1}{\text{Width} \times \text{Height}} \sum_{i,j} \left( \frac{c_1(i,j) - c_2(i,j)}{255} \right) \times 100\%
\]

\[
\text{UACI} = \frac{1}{\text{Width} \times \text{Height}} \sum_{i,j} \left( \frac{c_1(i,j) - c_2(i,j)}{255} \right) \times 100\%
\]

\(c_1(i, j)\) and \(c_2(i, j)\) are the encrypted-image prior to changing one pixel of the plain image and after it, respectively. And in the case where \(c_1(i,j) \neq c_2(i,j)\), then \(D(i, j) = 1\) otherwise, \(D(i, j) = 0\). The results after changing a pixel’s R value are shown in Table 2:

**TABLE II: NPCR and UACI Results**

<table>
<thead>
<tr>
<th>Position</th>
<th>R</th>
<th>G</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPCR</td>
<td>99.6010%</td>
<td>99.6120%</td>
<td>99.6120%</td>
</tr>
<tr>
<td>UACI</td>
<td>33.4745%</td>
<td>33.4714%</td>
<td>33</td>
</tr>
</tbody>
</table>

**III. Information Entropy**

Image information entropy may be represented by the following equation [5]:

\[
H(m) = \sum_{i=0}^{2^N-1} p(m_i) \log_2 \frac{1}{p(m_i)}
\]

Where \(p(m_i)\) is \(m_i\) probability, and \(\log_2\) is base 2 logarithms which expresses the entropy, \(N\) is the number of bits that are utilized for representing a pixel, and for a pixel’s one color channel, it is evident that \(N = 8\). In case where the image is ideally random, that will mean that for every \(i\), \(p(m_i) = 1/256\), and it is easily found that \(H(m) = 8\). And the cipher image results have been listed in Table 3.

**TABLE III: Information Entropy**

<table>
<thead>
<tr>
<th>Position</th>
<th>R</th>
<th>G</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Entropy</td>
<td>7.203404</td>
<td>7.201111</td>
<td>7.88800</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

The results of the evaluation of the algorithm have proven its efficiency, as depicted in Figure 3. The values of each of the Correlation, NPCR, UACI, and entropy as the analysis of this algorithm are considerably close to the optimum values. In addition, this algorithm has provided an additional level confusion because of the S-box transformation. Mainly, this algorithm hits the S-P (P via shift and rotate) network idea of Shannon directly as a result of the operations of permutation and substitution.
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